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Abstract 
 As cloud computing becomes more and more general, kind the economics of cloud computing becomes 

censoriously important. To maximize the profit, a cloud service provider   should understand both service charges 

and business costs, and how they are gritty by the characteristics of the applications and the configuration of a multi-

server system. The problem of optimal multi-server arrangement for profit maximization in a cloud computing 

environment is studied. The pricing model takes such factors into considerations as the amount of a service, the 

workload of an application location, the formation of a multi-server system, the service-level agreement, the 

satisfaction of a consumer, the quality of a service, the disadvantage of a low-quality service, the cost of renting, and 

the cost of energy depletion, and a service provider’s margin and profit. The approach is to treat a multi-server 

system as an M/M/m queuing model, such that the optimization problem can be formulated and solved 

critically.Two server speed and power consumption models are measured, namely, the idle-speed model and the 

constant-speed model. The probability mass function of the waiting time of a newly arrived service request is 

derived. The expected service charge to a cloud service request is considered. The expected remaining business gain 

in one unit of time is gained. Numerical calculations of the optimal server size and the optimal server speed are 

established. 

 

Keywords: Cloud computing multi-server system, pricing model, profit and queuing model, response time, server 

formation, service charge, service-level covenant, waiting time.. 

      Introduction
As cloud computing becomes more and 

more general, kind the economics of cloud computing 

becomes censoriously important. To maximize the 

profit, a cloud service provider   should understand 

both service charges and business costs, and how they 

are gritty by the characteristics of the applications and 

the configuration of a multi-server system..  

The problem of optimal multi-server 

arrangement for profit maximization in a cloud 

computing environment is studied. The pricing model 

takes such factors into considerations as the amount 

of a service, the workload of an application location, 

the formation of a multi-server system, the service-

level agreement, the satisfaction of a consumer, the 

quality of a service, the disadvantage of a low-quality 

service, the cost of renting, and the cost of energy 

depletion, and a service provider’s margin and profit.  

The approach is to treat a multi-server 

system as an M/M/m queuing model, such that the 

optimization problem can be formulated and solved 

critically. Two server speed and power consumption 

models are measured, namely, the idle-speed model 

and the constant-speed model. The probability mass 

function of the waiting time of a newly arrived 

service request is derived. The expected service 

charge to a cloud service request is considered. The 

expected remaining business gain in one unit of time 

is gained.  

Numerical calculations of the optimal 

server size and the optimal server speed are 

established. Cloud computing is a large-scale 

distributed computing paradigm in which a pool of 

computing resources is available to users via the 

Internet. Computing resources, e.g., processing 

control, storage, software, and network bandwidth, 

are represent to cloud consumers as the accessible 

public utility services. Infrastructure- as-a-Service is a 

computational service model widely applied in the 

cloud computing theory. In the model, virtualization 

technology can be used to provide resources to cloud 

consumers. 

The consumers can identify the required 

software load, e.g., operating systems and 

applications; then package them all together into 

virtual machines. The hardware requirement of VMs 

can also be adjusted by the consumers. at last, those 

VMs will be outsourced to host in computing 

environments operated by third-party sites owned by 
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cloud providers. A cloud provider is responsible for 

guarantee the Quality of Services for running the 

VMs. Since the computing resources are maintain by 

the donor, the total cost of ownership to the 

consumers can be bargain. In cloud computing, a 

resource provisioning mechanism is required to 

supply cloud consumers a set of computing resources 

for processing the jobs and storing the data. Cloud 

provider can offer cloud consumers two resource 

provisioning plans, namely short-range on-demand 

and long-term reservation plans.  

Amazon EC2 and Go Grid are, for 

instance, cloud providers which offer IaaS services 

with both plans. In general, pricing in on-demand 

plan is charged by pay-per-use basis. Then, 

purchasing this on-demand plan, the consumers can 

dynamically provision resources at the moment when 

the resources are needed to fit the fluctuated and 

changeable demands. For reservation plan, pricing is 

charged by a onetime fee typically before the 

computing resource will be utilized by cloud 

consumer. With the reservation plan, the cost to 

utilize resources is cheaper than that of the on-

demand plan. 

 In this way, the consumer can decrease the 

cost of computing resource provisioning by using the 

reservation plan. For example, the reservation plan 

accessible by Amazon EC2 can reduce the total 

provisioning cost up to 49 percent when the reserved 

resource is fully utilized. 

The cost of a service provider includes two 

components, i.e., the renting cost and the service cost. 

The renting cost is proportional to the size of a multi 

server system, i.e., the number of servers. The service 

cost is essentially the cost of energy consumption and 

is determined by both the size and the speed of a 

multiserver system. The earlier (slower, respectively) 

the speed is, the more (less, respectively) the utility 

cost is. To calculate the cost of energy utilization, the 

need to establish certain server speed and power 

consumption models. To increase the profits of 

business, a service provider can construct and 

configure a multi server system with many servers of 

high speed. Since the actual service time (i.e., the task 

response time) contains job waiting time and task 

execution time, more servers decrease the waiting 

time and faster servers reduce both waiting time and 

execution time. Hence, a powerful multi server 

system reduces the penalty of breaking a service-level 

agreement and increases the profits. However, more 

servers (i.e., a larger multiserver system) increase the 

cost of facility renting from the infrastructure vendors 

and the cost of base power consumption. Moreover, 

faster servers raise the cost of energy exploit. Such 

increased cost may counterweight the gain from 

penalty decrease. Therefore, for an application 

environment with specific workload which includes 

the task arrival rate and the average task execution 

obligation, a service provider needs to decide an 

optimal multiserver configuration (i.e., the size and 

the speed of a multiserver system), such that the 

expected profit is maximize. 

 In this paper, study the problem of optimal 

multiserver configuration for profit maximization in a 

cloud computing environment. The approach is to 

treat a multi server system as an M/M/m queuing 

model, such that the optimization problem can be 

formulated and solved analytically. They consider two 

server speed and power utilization models, namely, 

the idle-speed model and the constant-speed model. 

The main contributions are as follows. We derive the 

probability mass function of the waiting time of a 

newly arrived service request. This result is important 

in its own right and is the base of the discussion.  

To calculate the expected service charge to 

a service request. Based on these results, to get the 

expected net business gain in one unit of time, and 

find the optimal server size and the optimal server 

speed numerically. To the best of the knowledge, 

there has been no similar investigation in the 

literature, although the method of optimal multi core 

server processor configuration has been employed for 

other purpose, such as managing the power and 

performance tradeoff.  

 

A multiserver model 
They have proposed a pricing model for 

cloud computing which takes many factors into 

considerations, such as the requirement  of a check, 

the workload of an application environment, the 

configuration (m and s) of a multi server system, the 

service stage agreement c, the satisfaction (r and0) of 

a consumer, the quality (W and T) of a service, the 

price of a low-quality service, the cost and  mof  
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renting, the cost (P and P) of energy utilization, and a 

service provider’s margin and profit.  

The cloud caching service can maximize 

its profit using an optimal pricing scheme. Optimal 

pricing necessitate an appropriately simplified price-

demand model that incorporates the correlations of 

structures in the cache services. Provides a multi-

cloud service for an e-search application that achieves 

optimal pricing for the products available in different 

cloud services (like Amazon, Azure, eBay, etc)in a 

clustered environment. This work propose a novel 

pricing scheme designed for a cloud cluster that 

offers inter-querying services and aims at the 

maximization of the cloud profit. An appropriate 

price demand and formulate the optimal pricing 

problem. 

A cloud computing service provider serves 

users’ service requests by using a multiserver system, 

which is construct and maintained by an 

infrastructure vendor and rented by the service 

source. The architecture detail of the multiserver 

system can be quite flexible.  Assume that a 

multiserver system S has m identical servers. In this 

paper, a multi server system is treated as an M/M/m 

queuing system which is elaborate as follows. There 

is a Poisson stream of service requests with arrival 

rate i.e., the inter arrival times are independent and 

identically distributed (i.i.d.) exponential random 

variables with mean 1=_. A multiserver system S 

maintains a queue with infinite capacity for waiting 

tasks when all the m servers are busy.  

The first-come-first-served (FCFS) 

queuing discipline is adopted. The task execution 

requirements (measured by the number of instructions 

to be executed) are i.i.d. exponential random 

variables r with mean _r.The m servers (i.e., 

blades/processors/cores) of S have identical execution 

speed s (measured by the number of instructions that 

can be executed in one unit of time). thus, the task 

execution times on the servers of S are i.i.d. 

exponential random variables x ¼ r=s with mean _x 

¼ _r=s. Notice that although an M/G/m queuing 

system has been considered (see, e.g., [13]), the 

M/M/m queuing model is the only model that 

accommodates an analytical and closed form 

expression of the probability density function of the 

waiting time of a newly arrived service request. 

 

Power consumption model 
In the existing literature, the power 

consumption of a server has been modelled in two 

different ways: offline and online. In the former case, 

Simple Power, Software Watt and Mambo estimate 

the power consumption of an entire server. though 

these models use analytical methods based on some 

low-level information such as number of used CPU 

cycles. The main advantage is that they provide high 

accuracy. however, the offline nature of such models 

requires extensive simulation, which results in a 

important amount of time for estimating the power 

consumption .accordingly, these models are infeasible 

for predicting the power consumption of highly 

dynamic environments like cloud computing data 

centres. To conquer this problem, an online (run-time) 

methodology is proposed. Such models are based on 

the information monitored through performance 

counters. These counters keep track of activities 

performed by applications such as amount of accesses 

(e.g. to caches) and switching activities within 

processors.  

The total power dissipation of a server is 

computed as the power consumption of each 

activity.Although, these counters in certain processors 

(e.g. AMD Opteron) can report only four out of 84 

events. Therefore, such models are unable to predict 

accurate power consumption in real-life cases. 

Another run-time methodology is to use high-level 

information as the one proposed by . These authors 

assumed that processors are the main contributors to 

the total server’s power utilization. Thus, a linear 

model based on the processor’s utilisation is 

proposed. How-ever, such a model suffers from a 

significant inaccuracy as the server’s power 

consumption is not exactly linear.  

The key reason is that the impact of other 

components (e.g. multiple level caches, RAM, I/O 

activities) and their interactions are not considered. 

To prevent this problem designed a constituent level 

model. Through this approach, a calibration phase is 

performed before predicting the power consumption 

of a server.  

For the duration of this phase, this model 

analyses the system parameters (e.g. CPU utilisation, 

hard disk I/O rate) influencing on its power 

consumption. Though, implementing such a model 

within a data centre (having homogenous and/or 

heterogenous resources) is very difficult since it needs 

calibration whenever a new hardware is installed 

within the existing servers. Because the component 

level is flexible for modelling a generic server, they 

have also adopted the same approach. 

 In contrast to this model, which provides 

one linear model for the whole servers, the approach 

designs different models for different components 

based on their behaviours. Another characteristic 

property is that the approach does not need calibration 

phase. It is worthwhile to note that above mentioned 

approach, which depend on low-level information in 

order to predict the power consumption, are not 

suitable in real-life case simply because the 
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underlying monitoring systems of the data centres are 

not able to provide the low-level information that 

these approaches require. Consequently,  

in this paper the identified the most-

relevant energy-related attributes of ICT resources to 

which the monitoring systems of data centres 

typically provide the necessary information. 

 

Server configuration 
Plan reservation 

In reservation plan, the cloud uses reserve the cloud 

in advance for their requirements. In this way, the pay 

the payment of the reservation in on the  spot. That is, 

when we will reserve the cloud space mean, at the 

time we pay the payment also. 

 

Space utilization 

                 The space timing calculates by the 

reference of cloud usage. That is, the cost also 

calculates based on cloud space utilization and cloud 

usage 

 

Analysis of performance 

The analyze and compare the performance 

offered by different configurations of the computing 

collect, focused in the execution of loosely coupled 

applications. In particular, we have chosen nine 

different cluster configurations with different number 

of worker nodes from the three clouds. Providers and 

different number of Jobs (depending on the cluster 

size), as shown in the definition of the different 

cluster configurations,  

we use the following acronyms 

infrastructure; Amazon EC2 Europe cloud 

AmazonEC2 US cloud and flexible Hosts cloud. The 

number preceding the site acronym represents the 

number of worker nodes. For example, is a cluster 

with four worker nodes deployed in the local 

infrastructure; and is an eight-node cluster, four 

deploy in the local infrastructure and four in Amazon. 

To represent the execution profile of loosely coupled 

applications, the will use the Embarrassingly 

Distributed benchmark from the Numerical Aero 

dynamic Simulation Benchmarks. 

 

Analysing the priority 

The want to enable the use of large-scale 

distributed systems for task-parallel applications, 

which are linked into useful workflows through the 

looser task coupling model of passing data via files 

between dependent tasks .This potentially larger class 

of task-parallel quality Extraction. The need to 

expand the computational resources in a massive 

surveillance network is clear but traditional means of 

purchasing new equipment for short-term tasks every 

year is inefficient.  

In this work I will provide evidence in 

support of utilizing a cloud computing infrastructure 

to perform computationally intensive feature 

extraction tasks on data streams. Competent off-

loading of computational tasks to cloud resources will 

involve a minimization of the Time needed to expand 

the cloud resources, an professional model of 

communication and a study of the interaction between 

the in-network computational resources and remote 

resources in the cloud. 

 

Task scheduling 

Each and every user assigns the task to 

cloud, so that task will assign to the cloud in priority 

scheduling basis or if anyone cloud is free mean, user 

job assign to that cloud 

 

Conclusion 
They have proposed a pricing model for 

cloud computing which takes many factors into 

consideration, such as the requirement r of a check, 

the workload _ of an application Environment, the 

configuration (m and s) of a multi server system, the 

service level concurrence c, the satisfaction (r ands0) 

of a consumer, the quality (W and T) of a service, the 

price d of a low-quality service, the cost (_ and m) of 

renting, the cost (_, , P_, and P) of energy 

consumption, and a cloud service provider’s margin 

and earnings a.  

By using an M/M/m queuing model, the 

formulated and solved the problem of optimal multi 

server configuration for profit maximization in a 

cloud computing environment. The discussion can be 

easily extended to other service charge functions.  
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